# Digital ICU : HiWi [12-16h/week] - ICU dataset recording, cleaning and preprocessing 
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## Project Abstract

Digitalization in healthcare has led to the increasing use of digital medical systems in the Intensive Care Unit (ICU). They generate a large amount of data, such as the vital signs of patients, the blood gas analysis results, and the medication that a patient receives. This data can be analyzed using machine learning and data analytics techniques to help clinicians identify clinical deterioration in patients earlier and determine if a patient's treatment is working.

However, existing datasets are not fully harnessing the available density of raw medical data. In our project, we are recording a dense ICU patient dataset with additional patients' activity information to enable studies on transient changes in patients' vital signs. We are collecting data from (1)three realsense cameras, (2)bedside patient monitor, (3)ventilator and (4)perfusor. This project aims to develop a pipeline including data cleaning, formatting, labeling, visualizing, and therefore provide a structured dataset for further research (mostly with machine learning models[10,11]). Moreover, the project also strives to implement a visualization tool capable of visualizing both the raw unstructured data and the final structured data to check if the data is correctly cleaned and aligned, and also better inform the clinicians on how the data is processed.

## Task Description

- Literature review on SOTA works on ICU datasets, with a focus on the strategies used to preprocess raw ICU data.
- Develop and implement a pipeline to process unstructured raw ICU data [1,2,3] into structured ones. The works in $[6,7,12,13]$ can be used as references.
- Implement an annotation tool for patient activity labeling, where input is depth image sequences and extracted skeleton poses.
- Implement a visualization tool to intuitively visualize the processed data.
- Write technical reports/documentations.


## Technical Prerequisites

- advanced programming experience with Python3, and optimal if you are familiar with C++.
- Basic knowledge on SQL.
- (Optional) Experience with the following python libraries: Pandas, Matplotlib, Plotly, OpenCV, scikit-learn.
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